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Lecture 2

Linear Algebra

Topics to be covered include:

< Vector Spaces, Norms

« Singular Value Decomposition

» Unitary, Primitive, Hermitian and positive(negative) definite Matrices
» Relative Gain Array (RGA)

- Matrix Perturbation

2
Dr. Ali Karimpour Feb 2022



Lecture 2

Vector Spaces

A set of vectors and a field of scalars with some properties
IS called vector space.

To see the properties have a look at Linear Algebra written by Hoffman.

V o, and o, € Field
& — a V. +aV e VectorSpace

V v andv, e Vector Space

Important vector spaces are:

R" ower the fieldof real numbers (R)

C" ower the fieldof complex numbers (C)

Continuous functions on the interval [0,1]over the fieldof real numbers (R)
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Lecture 2

Norms

To meter the lengths of vectors in a vector space we need the
Idea of a norm.

Norm is a function that maps a vector x to a nonnegative real number
|.|: Fo>R
A Norm must satisfy following properties:

1- Positivity |x|>0 ,Vx 0 and||x|=0for x=0

2 —Homogeneity [ox|=|a|||x|,vxeFand VaeC

3—Triangle inequality |x+y|<|x|+]y|,vx yeF
4
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Lecture 2

Norm of vectors

1
p-norm is: x|, = (Z\ai\pjp p>1

For p=1 we have 1-norm or sum norm ], :(Z|ai|j

1/2
For p=2 we have 2-norm or euclidian norm ||X||2 :(Z|ai|2j
i

For p=co we have co-norm or max norm ], = m?X{|ai| !
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Norm of vectors

Let x=|-1

Then

X

X, =@+1+2)=4

x|

2

Ix]., =1

Xl

v

Lecture 2

X[, V12417 +22 =6
=max(1,1,2) =2

Exercise 2-1: Introduce a non-scalar vector with identical 1, 2 and oo norm.
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Lecture 2

Norm of matrices

We can extend norm of vectors to matrices

Sum matrix norm (extension of 1-norm of vectors) is:  [Al,,, =D [a|
N

2
Frobenius norm (extension of 2-norm of vectors) is: HA”F = Z‘aij‘
1]

Max element norm (extension of max norm of vectors) is:|A| = n}r’sjlx\aij
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Lecture 2

Matrix norm

A norm of a matrix is called matrix norm if it satisfies
|AB| < |Al.|B]
Define the induced-norm of a matrix A as follows:

| A, = max|Ax]

X, =L

Any induced-norm of a matrix, is a matrix norm
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Lecture 2

Matrix norm for matrices A, = max| Ay

X, =t

p

If we put p=1 so we have

A, = mazﬂ\Axul = Mmax Z‘au‘ Maximum column sum
1 i

If we put p=inf so we have

A, = ”QﬂaleAXHw = Max >lag|  Maximum row sum
- j

If we put p=2 so we have

|A _
HA”iZ - M?‘Z&H'A‘Xuz - M?‘ﬁ HXHZZ =0,(A) =0, (A)=c(A)
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Lecture 2

Linear Algebra

< \Vector Spaces, Norms

» Singular Value Decomposition (SVD)

» Unitary, Primitive, Hermitian and positive(negative) definite Matrices

» Relative Gain Array (RGA)

» Matrix Perturbation
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Lecture 2

Singular Value Decomposition (SVD)

Theorem 2-1: Let M ec™™. Then there exist =<R"™ and unitary matrices

Y ec™ and U ec™ such that

M=YxU"
(o, 0 .. O]

=[S 0] Of[g] S = R 01 =0y =03 =...2 0, 20
00 Ot r = min{l, m}

Y =Y, Y5 ¥V s U =[U, Uy e, U]
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Lecture 2

Singular Value Decomposition (SVD)

Example 2-1 i i
1 2 -1
M=|3 4 1
_4 2 8_
(0.04 —-053 -0.85][9.77 0 0][050 -0.33 —0.80]"
M=038 -077 051 || 0 453 01035 -0.77 0.53
1092 034 -017]| O 0 0/10.79 0.5 027
0.50 0.04 ~033 —0.53
u,=|0.35| Mu, =9.77/0.38 [=9.77y, u,=|-0.77 Mu, =4.53 —0.77 | = 4.53y,
0.79 0.92 0.55 0.34
-0.80
u, =| 0.53 Has no affect on the output or Mu, =0
0.27 12
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Lecture 2

Singular Value Decomposition (SVD)

Theorem 2-1: Let M ec™. Then there exist =eR"™and unitary matrices

YecCc™ and U ec™ such that

M=YzU"

Y can be derived from eigenvectorsof M M "

U can be derived from eigenvectorsof M"™ M

0,,0,,...,0. arerootsof nonzero eigenvalues of M" M or MM"

Exercise 2-2: Introduce a non-vector matrix with identical 1, 2 and o

norm.
13
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Lecture 2

Linear Algebra

< Vector Spaces, Norms

« Singular Value Decomposition (SVD)

» Unitary, Primitive, Hermitian and positive(negative) definite Matrices
» Relative Gain Array (RGA)

» Matrix Perturbation
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Lecture 2

Norm of real functions(signals)

Consider continuous signals on the interval [0,c0) and p = 1

00 1/p
p-norm Is defined as lu®ll, = (J |u(t)|Pdt>
0
co-norm is defined as lu(®lleo = supelu(t)|
o 1/2
2-norm Is defined as lu(®)|l, = (f |u(t)|2dt>
0

1-norm is defined as lu@ll, = f Tu()]dt
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Norm of real functions(signals)

Exercise 2-3: Derive 1, 2 and o« norm of following signals.

1
u.(t) = Ans: 1/6, 0.0786 and 1/9
1(6) (2t + 3)2
1
U, (t) = 2t + 3 Ans: oo, 0.4082 and 1/3

uz(t) = sint Ans: oo, oo and 1

Lecture 2
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Lecture 2

Norm of transfer functions(systems)

u-{Gs) Py

Let G(s) Is a stable transfer matrix with impulse response
matrix g(t). To evaluate the performance:

Given u(t), how large can be the output y(t)?
large ?? We consider 2-norm for signals.

H, norm: When u(t) Is a series of unit impulses.

H,, norm: When u(t) is a any non-zero, finite 2-norm signal.
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Lecture 2

H, norm for transfer functions(systems)

u-{Gs) Py

Let G(s) Is a stable and strictly proper transfer matrix G(s), (D=0 in state
space realization). H, norm is defined by:

1 (0.0)
166N = [5- | da)
21 J_, Q

V 2
Z..|Gij(iw)| = IGGw)IIZ

By Parseval’s theorem, we have

1GIl, = gl = j “d
V 0

Nl = ||g<r>||p
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Lecture 2

H., norm for transfer functions(systems)

u-{Gs) Py

Let G(s) Is a stable ammtstetethy<propet transfer matrix G(s), (B=6-+r-state
space+reahzation). H,, norm is defined by:

ly@ll2

G(S)lew = = t
G ()l I8 eI, e max_ lly(©ll

lu(®)l|z<co

It can be shown that:

16(5)ller = MaxF (G (je))

Remark: H, norm iIs not a matrix norm but H,, norm iIs a matrix norm.
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Lecture 2

Norm of transfer functions(systems)

Exercise 2-4: Derive H, of following systems with both formula.

g1(s) =

g2(s) =

g3(s) =

Gy4(s) =

S

1
+ 2

1

es+1

ES

s24+es+1

2

s+ 10
20

Ls+ 14

Ans: 0.5

Ans: Inf

Ans: 0

AnS:
around 20
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Lecture 2

Norm of transfer functions(systems)

Exercise 2-5: Derive H,, of following systems.
2

g1(s) = 11 Ans: 2
1
92(5)=€S+1 e—>0 Ans: 1
(s) = 0 Ans: 1
= - .
gsls s?24+es+1 ¢
2
+ 10 :
G.(s) =|° Ans;
* 20 around 14.14
Ls+ 14
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Lecture 2

Linear Algebra

< \Vector Spaces, Norms

» Singular Value Decomposition (SVD)

» Unitary, Primitive, Hermitian and positive(negative) definite Matrices

» Relative Gain Array (RGA)

» Matrix Perturbation
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Lecture 2

Unitary and Hermitian Matrices

A matrix U eC™ Is unitary If

Uiu =1
A matrix QeC™ is Hermitian if

Q" =Q

For real matrices Hermitian matrix means symmetric matrix.

Exercise 2-6: Show that for any matrix V, VHV and VVH are Hermitian matrix
and their eigenvalues are real nonnegative.

23
Dr. Ali Karimpour Feb 2022



Lecture 2

Primitive Matrices

A matrix Ae R™" is nonnegative if its entries are nonnegative numbers.
A matrix Ae R™ is positive if all of its entries are strictly positive numbers.

Definition 2.1

A primitive matrix Is a square nonnegative matrix where some power
(positive integer) of It IS positive.

Perron Theorem

Suppose A4 1s a primitive matrix. with spectral radius 4 = p(4). Then A 1s a simple
root of the characteristic polynomial which is strictly greater than the modulus of
any other root, and A has strictly positive eigenvectors. (Note that Perron theorem
1s a necessarily condition)

24

A 1s called Perron-Frobenius eigenvalue of 4.
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Lecture 2

Primitive Matrices

0 2
A :L J with eigenvalues 2 and -1 is primitive.

0 4
A = L0 with eigenvalues -2 and 2 Is not primitive.
o - | o
A = . with eigenvaluesland1 is not primitive.
0 0 L . -
A = 0 4 with eigenvalues 4 and O is not primitive.

25
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Lecture 2

Positive (Negative) Definite Matrices

A matrix QeC"™ is positive definite if forany xeC",x=0

X" Qx is real and positive

A matrix QeC™ is negative definite if forany xeC",x=0

X" Qx is real and negative

A matrix QeC™ is positive semi definite if forany xeC",x=0

X" Qx is real and nonnegative

Negative semi definite is defined similarly 26
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Lecture 2

Linear Algebra

< \Vector Spaces, Norms

» Singular Value Decomposition (SVD)

» Unitary, Primitive, Hermitian and positive(negative) definite Matrices

» Relative Gain Array (RGA)

» Matrix Perturbation
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Lecture 2

Relative Gain Array (RGA)

The relative gain array (RGA), was introduced by Bristol (1966).
For a square matrix A

RGA(A) = A(A) = Ax(A™)'
For a non square matrix A

RGA(A) = A(A) = Ax (A 7& )'
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Lecture 2

Linear Algebra

< \Vector Spaces, Norms

» Unitary, Primitive, Hermitian and positive(negative) definite Matrices

» Inner Product

» Singular VValue Decomposition (SVD)

» Relative Gain Array (RGA)

» Matrix Perturbation
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Lecture 2

Matrix Perturbation

1- Additive Perturbation

2- Multiplicative Perturbation

3- Element by Element Perturbation
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Lecture 2

Additive Perturbation

Theorem 2-2

Suppose AeC™"  has full column rank (n). Then

min {|A], [rank(A+A) <nj= o, (A) = o(A)

AeC™

o(A) T
N 31
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Lecture 2

Additive Perturbation

Example 2-2 100 100 At —5 5
11002 100 |5.01 -5
0.04995 —0.05 »
AA = (A+A A)~1=?
—0.05 0.04995

o(A) =0.1=G(AA)

0 0} 10 10
AA = A+AA)* =
{—0-1 0 ( ) {10.01 —10}

100 100 ) -5 5
A+ AA = A(A™) = { }
100.1 100 5 —o]

Dr. Ali Karimpour Feb 2022




Lecture 2

Multiplicative Perturbation

Theorem 2-3

Suppose  AeC™" . Then

A|, [rank(l — AA) < n}z 1

min ﬂ 5(A)

AEC nxn

g(A)
33
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Lecture 2

Element by element Perturbation

Theorem 2-4: Suppose A€C™ is non-singular and suppose 4;

is the ij™ element of the RGA of A.

The matrix A will be singular if ij! element of A perturbed by

ijp — Mij 1

34
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Lecture 2

Element by element Perturbation

Example 2-3
100 100 -500 501
A = =
Loo.z 100} AA) { 501 - 500}
_ _ _ o 1
Now according to mentioned theorem if a,, multiplied by (1 X) =1.002
1

then the perturbed A is singular or

P

{100*1.002 100}

100.2 100
100.2 100

100.2 100

35
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Lecture 2

Exercises

2-1 till 2-6 Mentioned In the lecture.

2-7 The spectral radius of a matrix is: p(A) = max|4;|

where A, 1s the eigenvalue of A. Show that the spectral radius is not
a norm.

2-8 Suppose A Is Hermitian. Find the exact relation between the
eigenvalues and singular values of A. Does this hold if A is not

Hermitian?
2-9 Verify that if Q is Hermitian then its eigenvalues are real.

2-10 Show that Frobnius norm can be derived by \/tr(AH A)
2-11 Show that if rank(A)=1, then|[A| =Al, o
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Lecture 2

Exercises

2-12 Suppose Y= 3 4 7
-2 7 5
a) Find SVD of A and then by use of SVD:

b) Find the null space of A.
¢) Find the range space of A.

d) If [x|, = 2.75 what is the maximum and minimum of ||Ax],

2-13 Find a non primitive matrix such that its spectral radius is a simple
root of the characteristic polynomial and its spectral radius is strictly
greater than the modulus of any other eigenvalues.
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Exercises

2-14 Consider following matrix.(Final)

One of the SVD matrices of A1S: [0.3620 -0.8562 0.3685 |

0.4866 0.5107
0.7951 0.0773

a) Derive induced norm of A (p=2).

Lecture 2

1 2 3
2 4 6
A=
1 0 1
13 2 4]
0.7088
-0.6015

b) Derive least gain of A and corresponding input and output direction.

c) Derive nullity and rank of A.

d) Derive unreachable output direction.

e) Suppose rank of A+B is 2. Derive minimum of ||B||,.

2-15 Show that any induced norm is a matrix norm(just PhD students).
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Lecture 2

References
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