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Lecture 2

Basic Idea of Linear Algebra-Part I

Topics to be covered include:

v Basis, Representation, and Orthonormalization.

v Linear Algebraic Equations.

v Similarity Transformation.

v Diagonal and Jordan Form. 



lecture 2

Dr. Ali Karimpour  Aug 2024

3

• n-dimensional Real Vector Space Rn

• Linearly Dependent and Linearly Independent

• Basis of a Linear Space and Norm

• Orthogonal Vectors and Orthonormal Vectors

•   Linear Algebraic Equations

• Range Space, Null Space, Rank and Nullity

•   Similarity Transfomation

• Eigenvectors and Generalized Eigenvector

• Canonical Form, Diagonal Form, Modal Form and Jordan Form 

• Determinant and Eigenvalues and nilpotent property

What you will learn after studying this section
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n-dimensional real vector space Rn
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
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An important property of n-dimensional real vector space Rn

nn RRandR + 2121 ,, xxxx 
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n-dimensional real vector space Rn

Linear dependence in the real n-dimensional vector space Rn

Definition 1: The set of vectors x1,x2,…,xm the space Rn are linearly 

dependent if there exists a set of scalars α1,α2,…,αm​, not all zero, such 

that:

0....
2211

=+++
mm

xxx 

If the above relation holds only when all α1=α2=…=αm ​=0, then the 

given vectors are linearly independent.
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n-dimensional real vector space Rn

Example 1: Are the following vectors linearly independent? Why?

















2

0

1

















0

1

0

,

















2

0

1

















0

1

0

,

















0

0

0

,

Note: The presence of the zero vector in any set of vectors...

Example 2: Are the following vectors linearly independent? Why?
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n-dimensional real vector space Rn

An interesting property of linearly dependent vectors

0...2211 =+++ nnxxx 

If the vectors are linearly dependent, at least one scalar coefficient 

must be non-zero. so, assume αi is non-zero, then:

n

i

n

ii

i xxxx











−−−−= ...2

2
1

1

Therefore, in any set of linearly dependent vectors, at least one of the 

vectors can be expressed as a linear combination of the other vectors.
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n-dimensional real vector space Rn

Important Note: The maximum number of linearly independent 

vectors in the space Rn is n.









=

0

1
1

x

Example 4: If the following vectors are not linearly independent, 

express one of them as a linear combination of the remaining ones.









=

1

5
2

x 







=

3

2
3

x









=

0

1
1

x 







=

1

5
2

x 







=

3

2
3

x

Example 3: Are the following vectors linearly independent? Why?
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n-dimensional real vector space Rn

Bases of the vector space Rn

Definition 2: A set of linearly independent vectors in Rn is called a 

basis if every vector in Rn can be uniquely represented as a linear 

combination of these basis vectors.

Example 5: Are the following vectors a basis for the space R2? Why?










0

1









1

5

Example 6: Are the following vectors a basis for the space R2? Why?










0

1









1

0

Note: Bases of a vector space...

Exercise 1: Any n linearly independent vectors in Rn form a basis for Rn. 

Why?
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Norms

+→ RRn:.

0 xifonly  and if 0x  andR x,0x   Positivity 1 n ==−

R  and  x,xy   Homogeneit 2 =−  nRx

 Ry x,,yx   inequality Triangle 3 n++− yx

To measure the magnitude of a vector in a vector space Rn, we need 

the concept of a norm.

A norm is a function that assigns a non-negative real number to each 

element of a vector space Rn.

A norm must satisfy the following properties:
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Norm of vectors









= 

i

iax
1

  For p=1 we have  1-norm  

2/1

2

2








= 

i

iaxFor p=2 we have  2-norm  or  euclidian norm

 i
i

ax max =
For p=∞ we have  ∞-norm 

1    

1









=  pax

pp

i

ip
p-norm is:
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Norm of vectors
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Orthogonal and Orthonormal Vectors

Orthogonal Vectors and Orthonormal Vectors

Definition 3: A vector is called a unit vector (or normal vector) if its norm is 

equal to one.

Example 7: Which of the following vectors are unit vectors?









=

0

1
1

x 







=

1

5
2

x

Example 8: Which of the following vectors are orthogonal?









=

6.0

8.0
1

x 








−
=

8.0

6.0
2

x









=

6.0

8.0
3

x

Definition 4: Two vectors x1 and x2 are called orthogonal if x1
T ​x2=0.

Definition 5: Two vectors x1 and x2 are called orthonormal if x1
T ​x2=0 and 

both vectors are unit vectors.
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Orthonormal lization

Constructing an Orthonormal Set from a Set of Linearly Independent Vectors 

(Gram-Schmidt Process)

11111 /, uuqeu ==

12122 )( qeqeu −=

222 / uuq =

23213133 )()( qeqqeqeu −−=

333 / uuq =


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Orthonormal lization

Exercise 2: Find the orthonormal vectors corresponding to the following 

vectors.










2

1









6

2
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Linear Algebraic Equation

The concept of multiplying a matrix by a vector:

















−−

















+

















=

















−















−=

5

1

3

5

0

1

0

3

4

2

1

2

5

3

2

504

112

301

xA

Multiplying matrix A by vector x means determining how the columns of A 

are combined.

The elements of vector x determine how the columns of A are combined.

     24236312
242

631
32 +=








=AT

z

Multiplying the transpose of vector z by matrix A means determining how the 

rows of A are combined.

The concept of multiplying a vector by a matrix:

The elements of vector x determine how the rows of A are combined.
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Linear Algebraic Equation

In this section, we will study the following relationship:

yx =A

mn

mnnm RRAorA :: 11  → yx

The range space of matrix A:

The null space of matrix A:
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Linear Algebraic Equation

a) Determine five elements of the range space of matrix A.

Example 9: Consider the given matrix.

b) Determine the rank of A.

c) Determine five elements of the range null space of matrix A.

d) Determine the nullity of A.

















=

0202

4321

2110

A

















0

0

0

















2

1

0

















0

2

1

















2

3

1

















4

10

4

Rank of A is 2.



















0

0

0

0



















−

0

1

1

1



















−1

0

2

0



















−

0

10

10

10



















−

−

1

1

3

1

Nullity of A is 2.
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Linear Algebraic Equation

The rank of matrix A is the dimension of the range space, or the 

maximum number of linearly independent columns of matrix A.

Important Note: The rank of matrix A is the dimension of the range space 

or the maximum number of linearly independent rows of matrix A.
So:

The maximum number of linearly independent rows of matrix A = The maximum 

number of linearly independent columns of matrix A.

Important Note: Assume A is an m×n matrix.

nANA =+ )()(

Important Note: Suppose A is an m×n matrix.

},min{)( nmA 
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Linear Algebraic Equation

Theorem 1: 

1- For a matrix A of dimensions m×n and a vector y of dimensions 

m×1, a solution x of dimensions n×1 exists for the equation

Ax=y

if and only if y is in the range space of A. This means:

(A)=([A y])

2- For a matrix A of dimensions m×n, a solution x of dimensions n×1 

exists for every vector y of dimensions m×1 in the equation

Ax=y

if and only if A has rank mmm (full row rank).



lecture 2

Dr. Ali Karimpour  Aug 2024

21

Linear Algebraic Equation

Theorem 2: All solutions can be expressed in parametric form.

For a matrix A of dimensions m×n and a vector y of dimensions m×1, 

suppose x​ is a solution to the equation

Ax=y

and let the nullity of A be k (where k=n−ρ(A)).

kkp
nnnxx  ++++= ...

2211

where αi ​ are arbitrary constants and ni are linearly independent vectors 

in the null space of A.

If A has rank nnn (i.e., k =0), then the given solution xp ​ is unique.

If A has rank less than n (i.e., k >0), then all solutions to the equation

Ax=y

can be obtained from the following relation:
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Linear Algebraic Equation

Example 10: For the given system, it is desirable to obtain all solutions.

















−

−

=

















0

8

4

0202

4321

2110

x

It is clear that one solution to the above equation is:



















−

=

2

0

0

0

px

and all solutions to the above equation are given by:



















−

+



















−
+



















−

=

1

0

2

0

0

1

1

1

2

0

0

0

21 x
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Linear Algebraic Equation

Theorem 3: Consider a square matrix A and the following equation:                                 
Ax=y

2- The homogeneous equation Ax=0 has a non-zero solution if and 

only if A is singular. The number of linearly independent solutions is 

equal to the nullity of A.

1- If A is non-singular (invertible), then the equation has a unique 

solution, and the solution is given by:

x=A−1y.
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Similarity Transformation

Consider a matrix A of dimensions n×n linearly independent vectors:



lecture 2

Dr. Ali Karimpour  Aug 2024

25

Similarity Transformation

,

1

1

0

0

1

1

,

0

1

0

102

311

201

321

















=

















=

















=

















−= qandqqA

Example 11: Find the similarity transformation of matrix A with respect to 

the given basis.

















−=

0

1

0

1Aq















−

=

0

0

1

Â

















=

2

0

1

2Aq















 −−

=

20

10

31

Â

















=

1

2

2

3Aq















 −−−

=

120

210

131

Â
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Similarity Transformation

Example 12: Find the similarity transformation of matrix A with respect to 

the given basis.

,

1

0

0

0

1

0

,

0

0

1

102

311

201

321

















=

















=

















=

















−= qandqqA

















=

2

1

1

1Aq

















=

2

1

1

Â

















−=

0

1

0

2Aq

















−=

02

11

01

Â

















=

1

3

2

3Aq

















−=

102

311

201

Â
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Similarity Transformation

   AqqqqqqA nn
ˆ

2121  =

AQAQ ˆ=

1ˆ −= QAQA AQQA 1ˆ −=
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Similarity Transformation

Example 13: Find the similarity transformation of matrix A with respect to 

b, Ab,  A2b.

















=

















−

−

=

1

0

0

134

012

123

bA bAqAbqbq 2

321 ,, ===

AbAq =1

















=

0

1

0

Â

bAAq 2

2 =

















=

10

01

00

Â

















−

−

=

13

10

5

3Aq

















−=

510

1501

1700

Â

The first column of መ𝐴 is the representation

of 𝐴𝑞1 in the given basis

The second column of መ𝐴 is the representation

of 𝐴𝑞2 in the given basis

The third column of መ𝐴 is the representation

of 𝐴𝑞3 in the given basis
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Similarity Transformation

)ˆdet()( AI −=  nn

nnn  −−−−−= −

−−

1

2

2

1

1 ....)(























=

− 121

1000

0100

0010

ˆ

 









nn

A























=

−

000

100

010

001

ˆ

1

2

1











n

n

A































=

−

010

0010

0001

ˆ

121









 nn

A


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Diagonal Form

Simply choose the eigenvectors of matrix A as the basis, provided the eigenvalues 

are distinct.
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Diagonal Form

If the eigenvalues of A 

are distinct and the 

eigenvectors of A are 

chosen as the basis, then:

How to compute the eigenvalues of A: 0)( =−= AI

If the eigenvalues of A are distinct:

nnn

nn  ...,,,0...)( 211

1

1 =++++= −

−

How to compute the eigenvector corresponding to each eigenvalue of A

0

0)(



=−

i

ii

v

vIA 

The property of an eigenvector corresponding to an eigenvalue: 𝐴𝑣𝑖 = 𝜆𝑖𝑣𝑖
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The similarity transformation of matrix A in terms of the bases v1,v2,…,vn

111 vAv =



















=

0

0ˆ

1





A

222 vAv =



















=

00

0

0

ˆ 2

1







A



















=

n

A















00

00

00

ˆ 2

1

Diagonal Form

The property of an eigenvector corresponding to an eigenvalue: 𝐴𝑣𝑖 = 𝜆𝑖𝑣𝑖

The first column of መ𝐴 is the representation

of 𝐴𝑣1 in the given basis

The second column of መ𝐴 is the representation of 𝐴𝑣2 in the given basis
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















=

110

201

000

A

Example 14: If possible, determine the diagonal form of matrix A 

and the transformation that diagonalizes matrix A.

First, calculate the 

eigenvalues of A:
)1)(2()( +−=−=  AI

Now, calculate the eigenvector corresponding to each eigenvalue of A:

12,0 321 −===  and

0

110

201

000

)(,0 1111 =

















=−= vvIA 

















−

=

1

1

2

1v

0

110

221

002

)(,2 2222 =

















−

−

−

=−= vvIA 

















=

1

1

0

2v

0

210

211

001

)(,1 3333 =

















=−−= vvIA 

















−=

1

2

0

3v

















−

−==

111

211

002

][ 321 vvvQ

















−

== −

100

020

000

ˆ 1AQQA

Diagonal Form
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Example 15: If possible, determine the diagonal form of matrix A 

and the transformation that diagonalizes matrix A.

First, calculate the 

eigenvalues of A:

Now, calculate the eigenvector corresponding to each eigenvalue of A:

Diagonal Form

















−

−

=

010

1340

111

A

)134)(1()( 2 +−+=−=  AI j32,,1 321 =−= 

0

110

1350

110

)(,1
1111
=

















−=−−= vvIA 

















=

0

0

2

1v

0

3210

13320

1133

)(,32 2222 =

















−−

−−

−−

=−+= v

j

j

j

vIAj 

















+=

1

32

1

2 jv

















−+==

110

32320

112

][
321

jjvvvQ

















−

+

−

== −

j

jAQQA

3200

0320

001

ˆ 1

















−==

1

32

1
*

23 jvv
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















−

−

=

010

1340

111

A

Example 16: Determine the modal form of matrix A and the 

transformation that converts matrix A into its modal form.

0

110

1330

110

)(,1 1111 =

















−

−=−−= vvIA 

















=

0

0

2

1v

0

3210

13320

1133

)(,32 2222 =

















−−

−−

−−

=−+= v

j

j

j

vIAj 

















+=

1

32

1

2 jv

















==

010

320

012

][
321

vvvQ

















−

−

== −

230

320

001

ˆ 1AQQA

Modal Form

















=

















=

0

3

0

,

1

2

1

32 vv

First, calculate the 

eigenvalues of A:

Now, calculate the eigenvector corresponding to each eigenvalue of A:

)134)(1()( 2 +−+=−=  AI j32,,1 321 =−= 
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Jordan Form

If the eigenvalues of A are 

non-repeated and the 

eigenvectors of matrix A are 

chosen as the bases, then:

If the eigenvalues of A are 

repeated, then:
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















=

400

110

1201

A

Jordan Form

)4()1()( 2 −−=−=  AI 11,4 321 ===  and

0

000

130

1203

)(,4 1111 =

















−

−

=−= vvIA 

















=

3

1

12

1v

















=

0

0

1

2v

















==

003

101

0112

][ 321 vvvQ

















== −

100

010

004

ˆ 1AQQA

0

300

100

1200

)(,1
2222
=

















=−= vvIA 

















=

0

1

0

3v

Example 17: If possible, determine the diagonal form of matrix A 

and the transformation that diagonalizes matrix A.

First, calculate the 

eigenvalues of A:

Now, calculate the eigenvector corresponding to each eigenvalue of A:
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















=

400

410

321

A

Jordan Form

)4()1()( 2 −−=−=  AI 11,4 321 ===  and

0

000

430

323

)(,4 1111 =

















−

−

=−= vvIA 

















=

3

4

3/17

1v

















=

0

0

1

2v ?3 =v0

300

400

320

)(,1
2222
=

















=−= vvIA 

Diagonalization is not possible, so we arrive at the Jordan form. Therefore, for this 

form, we need the generalized eigenvectors.

Example 18: If possible, determine the diagonal form of matrix A 

and the transformation that diagonalizes matrix A.

First, calculate the 

eigenvalues of A:

Now, calculate the eigenvector corresponding to each eigenvalue of A:
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Diagonal Form

0)( =−= AI

0

0)(



=−

i

ii

v

vIA 

0)(

0)( 2

−

=−

ii

ii

vIA

vIA





0)(

0)(

2

3

−

=−

ii

ii

vIA

vIA





How to calculate a generalized eigenvector of order 2 of the matrix A.

How to calculate a generalized eigenvector of order 3 of the matrix A.

ii vv =2 21
)(

iii
vIAv −=

ii vv =3 32
)(

iii
vIAv −=

21
)(

iii
vIAv −=

How to compute the eigenvalues of A:

How to calculate an eigenvector of the matrix A.
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















=

400

410

321

A

Example 19: Determine the diagonal or Jordan form of matrix

A and the transformation that converts matrix A into its

diagonal or Jordan form.

Jordan Form

)4()1()( 2 −−=−=  AI 11,4 321 ===  and

0

000

430

323

)(,4 1111 =

















−

−

=−= vvIA 

















=

3

4

3/17

1v

















=

0

0

1

2v ?3 =v0

300

400

320

)(,1 2222 =

















=−= vvIA 

0

300

400

320

)(0

900

1200

1700

)(,1 22222

2

22 

















=−=

















=−= vvIAvvIA 

















=

0

1

0

22v

First, calculate the 

eigenvalues of A:

Now, calculate the eigenvector corresponding to each eigenvalue of A:



lecture 2

Dr. Ali Karimpour  Aug 2024

41

















=

400

410

321

A

Example 19: Determine the diagonal or Jordan form of matrix

A and the transformation that converts matrix A into its

diagonal or Jordan form.

Jordan Form

)4()1()( 2 −−=−=  AI 11,4 321 ===  and

0

000

430

323

)(,4 1111 =

















−

−

=−= vvIA 

















=

3

4

3/17

1v

0

300

400

320

)(0

900

1200

1700

)(,1 22222

2

22 

















=−=

















=−= vvIAvvIA 

















=

0

1

0

22v

First, calculate the 

eigenvalues of A:

Now, calculate the eigenvector corresponding to each eigenvalue of A:

















=

0

1

0

3
v

















=−=

0

0

2

)(
322

vIAv 

















==

003

104

023/17

][ 321 vvvQ

















== −

100

110

004

ˆ 1AQQA
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Jordan Form

4)2()( +=−=  AI 24321 −==== 

0

005.05.0

005.02.0

0000

0000

)(,2 1111 =



















−

−
=−−= vvIA  224 =−== kNullity

Now, given the nullity 2, two possible cases may occur:

•Finding two generalized eigenvectors of order 2. ][ 4321 qqqqQ =

•Finding two generalized eigenvectors of order 3. ][ 4321 qqqqQ =



















−−

−−

−

−

=

205.05.0

025.02.0

0020

0002

A

Example 20: Determine the diagonal or Jordan form of 

Matrix A and the transformation that converts matrix A 

into its diagonal or Jordan form.

First, calculate the 

eigenvalues of A:

Now, calculate the eigenvector corresponding to each eigenvalue of A:
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

















−−

−−

−

−

=

205.05.0

025.02.0

0020

0002

A

Jordan Form

0

005.05.0

005.02.0

0000

0000

)(,2 1111 =



















−

−
=−−= vvIA  224 =−== kNullity



















=−



















=−



















−

−
=−

0000

0000

0000

0000

)(

0000

0000

0000

0000

)(

005.05.0

005.02.0

0000

0000

)( 3

1

2

11
IAIAIA 

Finding a generalized eigenvector.



















=



















=

0

1

1

0

0

0

2

3

42 vv
We do not have a generalized eigenvector of order 3, 

but we have two of order 2.

Example 20: Determine the diagonal or Jordan form of 

Matrix A and the transformation that converts matrix A 

into its diagonal or Jordan form.
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

















−−

−−

−

−

=

205.05.0

025.02.0

0020

0002

A

Jordan Form

Finding a generalized eigenvector of order 2.



















=



















=

0

1

1

0

0

0

2

3

42 vv

Example 20: Determine the diagonal or Jordan form of 

Matrix A and the transformation that converts matrix A 

into its diagonal or Jordan form.



















=−=



















−

=−=

5.0

5.0

0

0

)(

5.0

4.0

0

0

)( 413211 vIAvvIAv 



















−

−

−

−

== −

2000

1200

0020

0012

ˆ 1AQQA



















−

==

05.005.0

15.004.0

1020

0030

][ 4321 qqqqQ

The number of blocks corresponding
 to λ=-2 is?
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Jordan Form

4)2()( +=−=  AI 24321 −==== 

224 =−== kNullity



















−

−

−

−−

=

2000

0200

0120

41112

A

0

0000

0000

0100

41110

)(,2 1111 =

















 −

=−−= vvIA 

Example 21: Determine the diagonal or Jordan form of 

Matrix A and the transformation that converts matrix A 

into its diagonal or Jordan form.

First, calculate the 

eigenvalues of A:

Now, calculate the eigenvector corresponding to each eigenvalue of A:

Now, given the nullity 2, two possible cases may occur:

•Finding two generalized eigenvectors of order 2. ][ 4321 qqqqQ =

•Finding two generalized eigenvectors of order 3. ][ 4321 qqqqQ =



lecture 2

Dr. Ali Karimpour  Aug 2024

46

Jordan Form

224 =−== kNullity



















−

−

−

−−

=

2000

0200

0120

41112

A

0

0000

0000

0100

41110

)(,2 1111 =

















 −

=−−= vvIA 

Example 21: Determine the diagonal or Jordan form of 

Matrix A and the transformation that converts matrix A 

into its diagonal or Jordan form.

Finding a generalized eigenvector.



















=−



















=−

















 −

=−

0000

0000

0000

0000

)(

0000

0000

0000

0100

)(

0000

0000

0100

41110

)( 3

1

2

11 IAIAIA 

We have a generalized eigenvector of order 3.



















=

0

5

0

0

3q
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Jordan Form



















−

−

−

−−

=

2000

0200

0120

41112

A

Example 21: Determine the diagonal or Jordan form of 

Matrix A and the transformation that converts matrix A 

into its diagonal or Jordan form.

We have a generalized eigenvector of order 3.



















=

0

5

0

0

3q



















=−=

0

0

5

55

)( 312 qIAq 



















=−=

0

0

0

5

)( 211 qIAq 

Now, to find the last eigenvector, this vector must be independent of the other vectors 

and satisfy (A−λ1I)q4=0. Thus:



















=

1

0

4

0

4q0

0000

0000

0100

41110

)( 441 =

















 −

=− qqIA 



















−

−

−

−

== −

2000

0200

0120

0012

ˆ 1AQQA

The number of blocks corresponding
 to λ=-2 is?
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Determinant and Eigenvalues

AQQA 1ˆ −=

The relationship between matrix A and its Jordan form:

AQAQQAQA ˆˆˆ 11 === −−

The determinant of matrix A and the determinant of its Jordan form:

The determinant of matrix A and its eigenvalues:

1ˆ −= QAQA

i

n

i
A 

1=
=
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Nilpotent Property

The nilpotent property concerning Jordan blocks:

( )



















=−

0000

1000

0100

0010

IJ 



















−

−

−

−

=

2000

1200

0120

0012

J

Consider the following Jordan block:

( )



















=−

0000

0000

1000

0100

2
IJ  ( )



















=−

0000

0000

0000

1000

3
IJ 

( )



















=−

0000

0000

0000

0000

4
IJ 
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Exercises

Exercise 3: Find the orthogonal vectors corresponding to the following 

vectors.

















































2

0

2

,

1

2

0

,

2

1

0

Exercise 4: Determine the norm 1, norm 2 and ∞​-norm of the following 

vectors:









=

















=
1

2
,

2

1

0

ba

Exercise 5: Determine the nullity and rank of the following matrices:

















−−=















 −

=

















=

1000

2210

4321

011

023

114

100

000

010

321 AAA



lecture 2

Dr. Ali Karimpour  Aug 2024

51

Exercise 6: Determine the bases of the range space and the bases of the null 

space of the following matrices.

















−−=















 −

=

















=

1000

2210

4321

011

023

114

100

000

010

321 AAA

Exercise 7: Consider the following algebraic equation. Is there a solution x for 

the above equations? Is the solution unique? Is there a solution for y=[1 1 1]T?

yx =

















=

















−

−

−

1

0

1

21

33

12

Exercise 8: Find all solutions to the following algebraic equation.

















=

















−−

1

2

3

1000

2210

4321

x

Exercises
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Exercise 9: Determine the similarity transformation of A in terms of the bases 

b, Ab, A2b, and A3b.

Exercise 10: Determine the diagonal form of matrix A and the transformation 

that diagonalizes matrix A.

















=

300

020

1041

A

Exercise 11: Determine the diagonal form of matrix A and the transformation 

that diagonalizes matrix A.

















−−−

=

342

100

010

A



















=



















=

1

1

0

0

1000

0200

0120

0012

bA

Exercises
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Exercise 12: Determine the determinant of the following matrices without 

performing calculations.

















−

=

300

020

001

2A



















=

2000

1200

0120

0012

1A

















−

=

300

020

012

4A



















−

−
=

3000

1300

0020

0012

3A

−−
=

n

k
iin

vIAIA
1

2
))....(( 

Exercises

Exercise 13: Show that in a square matrix with distinct eigenvalues, the 

eigenvectors are independent of each other. (Hint: Proof by contradiction and 

formation of                                               )
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Answers to selected problems



















−

−

=

7100

18010

20001

8000

A

Answer 5: The ranks are 2, 3, and 3, and the nullities are 1, 0, and 1, 

respectively. 

Answer 7: There is one unique solution x=[1 1]T and no solution for the 

given y.

Answer 9:
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