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|_ecture 2

Basic Idea of Linear Algebra-Part I

Topics to be covered include:

« Basis, Representation, and Orthonormalization.
« Linear Algebraic Equations.

« Similarity Transformation.

« Dilagonal and Jordan Form.
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What you will learn after studying this section

n-dimensional Real VVector Space R"

Linearly Dependent and Linearly Independent
Basis of a Linear Space and Norm

Orthogonal Vectors and Orthonormal Vectors
Linear Algebraic Equations

Range Space, Null Space, Rank and Nullity

Similarity Transfomation

Eigenvectors and Generalized Eigenvector

Canonical Form, Diagonal Form, Modal Form and Jordan Form

Determinant and Eigenvalues and nilpotent property 3
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n-dimensional real vector space R"

X. € R

An important property of n-dimensional real vector space R"

VX, X, eR" and «, f R

For example:
1 0.5]
X | — Al 20 = 2D
Z 3_ 2 0 4

X, —4X, =

17
21

n
= aX;+pX,eR

c R’
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n-dimensional real vector space R"

Linear dependence in the real n-dimensional vector space R"

Definition 1: The set of vectors X,,X,,...,X, the space R" are linearly
dependent if there exists a set of scalars a,,0,,...,0.,, Not all zero, such

that:
aX +aX +..+ax =0

If the above relation holds only when all a,=a,=...=a,,=0, then the
given vectors are linearly independent.

3)
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n-dimensional real vector space R"

Example 1: Are the following vectors linearly independent? Why?

1
0| ,|1

1
011
_2_ _O_

Note: The presence of the zero vector in any set of vectors...

6
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n-dimensional real vector space R"

An Interesting property of linearly dependent vectors
a X +Fo,X, +...+a X, =0

If the vectors are linearly dependent, at least one scalar coefficient
must be non-zero. so, assume a; IS non-zero, then:

(04 (04 a
X, =——X, ——%X, —o..— —2X

|
&, (0f

Therefore, in any set of linearly dependent vectors, at least one of the
vectors can be expressed as a linear combination of the other vectors.

7
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n-dimensional real vector space R"

Important Note: The maximum number of linearly independent
vectors In the space R"is n.

Example 3: Are the following vectors linearly independent? Why?

1

0

b s

2

3

2

Example 4. If the following vectors are not linearly independent,
express one of them as a linear combination of the remaining ones.

Xt t=

1

1
0

Kt =

2

5
1

(o

3

#i

3

8
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n-dimensional real vector space R"

Bases of the vector space R"

Definition 2: A set of linearly independent vectors in R" is called a
basis If every vector in R"can be uniquely represented as a linear
combination of these basis vectors.

Exercise 1: Any n linearly independent vectors in R" form a basis for R".
Why?

Example 5: Are the following vectors a basis for the space R?? Why?
1 5
ol |t

Example 6: Are the following vectors a basis for the space R2? Why?
1 0
o s

Note: Bases of a vector space... 9
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Norms

To measure the magnitude of a vector in a vector space R", we need
the concept of a norm.

A norm is a function that assigns a non-negative real number to each
element of a vector space R".

. |: R">R
A norm must satisfy the following properties:

1-Positivity |x|>0 ,¥xeR"and ||x|=0if and only if x=0

2 —Homogeneity |ax||=|a||x]|,¥xeR"and Vo eR

3—Triangle inequality ||x +y||<|x|+]y|,¥x,yeR" 10

Dr. Ali Karimpour Aug 2024



lecture 2

Norm of vectors

=
p-norm is: x|, = (Z\ai]pj p p>1

For p=1 we have 1-norm X[, = (Zlailj
1/2
For p=2 we have 2-norm or euclidian norm ||, =(Z|ai|2j

For p=oo we have oo-norm X, = miax{lai| }

11
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lecture 2

Norm of vectors

Ix

Then |x

s

,=(1+1+2)=4

|2=\[12+12+22 ~J6

_=max(1,1,2) =2

12
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Orthogonal and Orthonormal Vectors

Orthogonal Vectors and Orthonormal Vectors

Definition 3: A vector is called a unit vector (or normal vector) if its norm is
equal to one.

Example 7: Which of the following vectors are unit vectors?

1 5 0.8
X = X =
pet 1 0.6
Definition 4: Two vectors x, and X, are called orthogonal if x,"x,=0.

Example 8: Which of the following vectors are orthogonal?

0.8 0.6
X== X2 =
| {0.6} Lo.a}

Definition 5: Two vectors x, and x, are called orthonormal if x,"x,=0 and

both vectors are unit vectors. e
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Orthonormal lization
Constructing an Orthonormal Set from a Set of Linearly Independent Vectors

(Gram-Schmidt Process)

Schmidt orthonormalization procedure
u =6, 0 =U /HU1H

u, o u, q 49
- | % - % u, =e, —(qle,)
............ 2 =€ —(0;€,)0,
i, 4,
Linearly independent ~ Orthogonal vectors ~ Orthonormal Vectors 0, = U, / ||U2||
vectors
1”:2‘_ _____________ e, U; =€; — (qles)ql (qzes)qz
|
I
9.4 : 05 = Us /U
9 & 14
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Orthonormal lization

Exercise 2: Find the orthonormal vectors corresponding to the following
vectors.

15
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Linear Algebraic Equation

The concept of multlplylng a matrlx by a vector:

Slie 0347 ZEnaeE 3
Ax=12 1 -1|| 3 |=2/2|+31|-5 -1
4 0 5 |-5 4 0 5

P S =T —

Multiplying matrix A by vector X means determining how the columns of A
are combined.

The elements of vector x determine how the columns of A are combined.
The concept of multiplying a vector by a matrix:

ZiA =12 3]{; j 2}:2[1 3 6]+32 4 2]

Multiplying the transpose of vector z by matrix A means determining how the

rows of A are combined. 2.

The elements of vector x determine how the rows of A are combirree: aimpour Aug 2024
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Linear Algebraic Equation

In this section, we will study the following relationship:
AX =Y
A T e I BE N RS SR
The range space of matrix A:

The maximum number of linearly independent vectors in the range
space of matrix A is called the rank of 4, and it is denoted by p(A)

The null space of matrix A:

The maximum number of linearly independent vectors where Ax=0
is called the nullity of 4, and it is denoted by N(A)

17
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Linear Algebraic Equation

Example 9: Consider the given matrix. Qi) a2

(e At
a) Determine five elements of the range space of matrix A.
o0 T e A I

0 1|7 2A =48 10
0 21 |0] |2 4

— e TERT Y e —

b) Determine the rank of A.

Rank of A is 2.
c) Determine five elements of the range null space of matrix A.

0 1 0 10 1
0 1 2 10 3
0| (-1 0 -10 -1
A T SO BN TR O R S B Pt
d) Determine the nullity of A.

Nullity of A is 2. 18
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Linear Algebraic Equation

The rank of matrix A is the dimension of the range space, or the
maximum number of linearly independent columns of matrix A.

Important Note: The rank of matrix A is the dimension of the range space

or the maximum number of linearly independent rows of matrix A.
So:

The maximum number of linearly independent rows of matrix A = The maximum
number of linearly independent columns of matrix A.

Important Note: Assume A Is an mxn matrix.
o(A)+N(A)=n

Important Note: Suppose A is an mxn matrix.

o(A) <min{m, n} .
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Linear Algebraic Equation

Theorem 1:
1- For a matrix A of dimensions mxn and a vector y of dimensions
mx1, a solution x of dimensions nx1 exists for the equation
AX=y
If and only if y Is in the range space of A. This means:

p(A)=p([AYI])

2- For a matrix A of dimensions mxn, a solution x of dimensions nx1
exists for every vector y of dimensions mx1 in the equation

Ax=y
If and only if A has rank mmm (full row rank).

20
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Linear Algebraic Equation

Theorem 2: All solutions can be expressed in parametric form.

For a matrix A of dimensions mxn and a vector y of dimensions mx1,
suppose X 1s a solution to the equation

Ax=y
and let the nullity of A be k (where k=n—p(A)).

If A has rank nnn (1.e., k =0), then the given solution X, is unique.

If A has rank less than n (i.e., k >0), then all solutions to the equation
AX=y
can be obtained from the following relation:

X=X +ah+an +..+an

where o; are arbitrary constants and n; are linearly independent vectors
In the null space of A. 21
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Linear Algebraic Equation

lecture 2

Example 10: For the given system, it is desirable to obtain all solutions.

Bl Eu R
fo-ovas g

203072 B

It is clear that one solution to the above equation is:

and all solutions to the above equation are given by:

y o

4
—8
0

0 1 0
0 1 2
X2 +a +a,
0 -1 0
2 | 0 | i

22
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Linear Algebraic Equation

Theorem 3: Consider a square matrix A and the following equation:
Ax=y

1- If A is non-singular (invertible), then the equation has a unique
solution, and the solution is given by:

X=A"ly,

2- The homogeneous equation Ax=0 has a non-zero solution if and
only if A is singular. The number of linearly independent solutions Is
equal to the nullity of A.

23
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Similarity Transformation

Consider a matrix A of dimensions nxn linearly independent vectors:

A and | ... - A

Linearly independent
vectors

A is a similarity transformation of 4 and is calculated as follows.

The i-th column of 4 is the representation of Ag; in the given basis.

24
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Similarity Transformation P
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9> .
Aand |* |~ 4
The i-th column of A is the representation e
Oqul- n the given basis. Linearly independent

vectors

Example 11: Find the similarity transformation of matrix A with respect to

the given basis. 1 0 2] 0] 1] 0]
A= E==210 8 q =V =T land g5 B
2508 0] 0] L3
g . 071 S i
The first column of A is the representation .
. . . A 1 = _1 A == O
of Ag; in the given basis. ; :
S , gttt
The second column of A 1s the representation R R
of Ag, in the given basis. : s
| 2| gl
The third column of 4 is the representation el el 0 L)
of Aq, in the given basis. Ag=12| A=0 1 2
_1_ 3 ODr. AIiZ(arimpoﬂ_r f

ug 2024



Similarity Transformation

The i-th column of 4 is the representation
of Ag; in the given basis.

lecture 2

”~

Aand | % - A

Linearly independent

vectors

Example 12: Find the similarity transformation of matrix A with respect to

the given basis. 1 0 2 1] 0
A=|1 -1 3| q=|0}|, g,=|1|and q,
2508 0] 0]
The first column of 4 is the representation bl
of Ag, in the given basis. =
The second column of 4 is the representation
of Ag; in the given basis. AQ, =
The third column of A is the representation
of Ag; 1n the given basis. Aq, =

>

>

A

2 Dr. @i Karifhppur Aug 2024
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Similarity Transformation

”~

The i-th column of 4 is the representation Aand | £ - A

of Ag; in the given basis. g,

Linearly independent
vectors

The relationship between matrix A and 4

Ale, oo |=in e g A
AQ = QA
A=QAQ™ A=QAQ

27
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Similarity Transformation 7 q,
Aand | * > A

The i-th column of A is the representation e

Oqul- n the given basis. Linearly independent
vectors

Example 13: Find the similarity transformation of matrix A with respect to

b, Ab, A2b. TR e ol 0
A=| 22 FET00ib=1+0 g,=b, g,=Ab, g, = A’b
B GRS Be 0 1
The first column of A4 is the representation Ag,=Ab A=|1
of Ag in the given basis 0
; e 0]
The second column of 4 is the representation  aq =A% A=[1 0
of Ag, In the given basis 0 1
| 7, : P00 117
The third column of A1is the representation  aq _| 19 [A=|1 0 -15
of Ag; in the given basis 13 01 5
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Similarity Transformation

A and

A(2) = det(Al — A)

Qi

B O i &

0 044510
_IBn ﬂn—l

QI — b:
g, = Ab,

g, = A"

Linearly independent

vectors

0 Vi
0 1
t | A=|0
|
B, B 0

P,
0

i >
I

IBn—l
0

0

1

Py
0
0

0

by
b,

S0 0 i

lecture 2

P,
Py
ﬁ M2

B

A=A =B =B —..m Bid ~ B,

0 0

29
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Diagonal Form

q, = b, 0 ﬁ?ﬂ
g, = Ab 1 0 ... 0 B,
2 > ~
A and i P
q, =A"'h :
0 1 B
Linearly independent B )
vectors
4 =7, 4 0 .. 0]
q, — ?, R 0 A
A and > A=
=7 0 0 .. A
Linearly independent
vectors

Simply choose the eigenvectors of matrix A as the basis, provided the eigenvalues
are distinct. 30
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Diagonal Form

: r q =7, \ _ _

If the eigenvalues of A L A 0 .. 0
are distinct and the I 0 A

: A and - > 4=,
eigenvectors of A are o -
chosen as the basis, then: kﬂ ) 0 0 ... A4

Linearly independent
vectors
How to compute the eigenvalues of A: A(A) =]l = A=0

If the eigenvalues of A are distinct:
AA) =+l +. . +a A+a, =0 = A, A, .. A
How to compute the eigenvector corresponding to each eigenvalue of A
(A= A1)V, =0
v. 20
The property of an eigenvector corresponding to an eigenvalue: Av; = A;,v; 31

Dr. Ali Karimpour Aug 2024



Diagonal Form

The i-th column of 4 is the representation

of Ag; in the given basis.

A and

lecture 2

”~

4; —> A

Linearly independent

vectors

The similarity transformation of matrix A in terms of the bases v,,v,,...,V,
The property of an eigenvector corresponding to an eigenvalue: Av; = A;v;

The first column of A4 is the representation

of Av, in the given basis

AV1 o ﬂlvl

A=

The second column of A4 is the representation of Av, in the given basis

Av, = 4,V

>

P
0 4,
0 0

= A

e
N
0 0

i

0

32
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Diagonal Form

Example 14: If possible, determine the diagonal form of matrix A 0 0 O]
and the transformation that diagonalizes matrix A. A=l1 0 2
Ol 1
First, calculate the :
eigenvalues of A: A(A) =]l —-A=A(A-2)(A1+]) A4 =0,4,=2and 4,=
Now, calculate the eigenvector corresponding to each eigenvalue of A:
O O O 2 B 2 O O 7]
ﬂl=0, (A—ﬂ,l|)V1= 1 O 2V1:0 V1: 1 Q:[Vl V2 V3]: 1 1 _2
g i LGl !
2 20l 0 3 ;
L=2, (A-Ll)v,=| 1 -2 2y,=0 y=|1 0 0 O]
(R 7] e 1 A=0Q7*AQ=|0 2 0
10 0] 07 Pl
A=-1 (A-Alv,=|1 1 2,=0 V,=|—2
33
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Diagonal Form

Example 15: If possible, determine the diagonal form of matrix A
and the transformation that diagonalizes matrix A.

First, calculate the

eigenvalues of A:

A(2) = Al = A= (A+1)( - 44 +13)

A=

A=-1

lecture 2

A celf L on s el
04713
MR GO
A, A, =2+3]j

Now, calculate the eigenvector corresponding to each eigenvalue of A:

e P e 1 2
A=-1 (A-AlDv ={0 5 -13nv=0 v,=|0
Heaglie (177 0
293 gq 70 e e
As= 248, (AL LN =850 P b R o T8 (=TT
4 L0 T e el :
2 1 1 i 0
Q=[v. v, v]=[0 2+3j 2-3j| A=Q*AQ=|0 2+3]
Pt 2f) B

34
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Modal Form

Example 16: Determine the modal form of matrix A and the

transformation that converts matrix A into its modal form.

First, calculate the
eigenvalues of A:

A(2) = Al = A= (A+1)( - 44 +13)

A=

)
0 4
0 1

Now, calculate the eigenvector corresponding to each eigenvalue of A:
(gt 1 P

A=-1

A, =2+3j,

Q=[v. v, v]=

(A-A41)v, =0

0

0

(A= 2,1), =

O O DN
N
o w O

345k
e

" 3-3j

0

0

v, =0

1
23]
1

2
v,=|0

_O_

il [z
-13 |v,=0v,={2+3]
~2-3j | et

L )
A=Q'AQ=[0 2 3
0 -3 2

lecture 2

o
ol
0

A=-1 A4, A =2+3]

35
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Jordan Form

If the eigenvalues of A are

non-repeated and the

eigenvectors of matrix A are A and
chosen as the bases, then:

If the eigenvalues of A are A and
repeated, then:

g =V

QE :vz

d, = Vs

Linearly independent

vectors

q =
g, =

q, —

Linearly independent

vectors

W >

M >

lecture 2




Example 17: If possible, determine the diagonal form of matrix A

Jordan Form

and the transformation that diagonalizes matrix A.

First, calculate the
eigenvalues of A:

Now, calculate the eigenvector corresponding to each eigenvalue of A:

M=

i

4,

1

(A_/%I)Vl:

(A— A1)y, =

Q :[V1 vV, V3] o

A(Z) = |4l = A= (A-1)%*(1-4)

R D ot )

0o
0~ 030

07581

12 1
0
0

1
| 3

(0 0 12]

10 0 3|

v, =0

12
V=
- 3 -1
=
=[O0 G=
_O_
A=Q AQ=

FSE

o O b~

o — O

II—‘CDCD

lecture 2

A=|0

h=4, 1, =1and 4, =1

37
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Example 18: If possible, determine the diagonal form of matrix A

Jordan Form

and the transformation that diagonalizes matrix A.

A

A

2

~ 4,

1

Flrst, calculate the A(L) =
eigenvalues of A:

A=A =(2-1)*(1-4)

lecture 2

1723
A=|0 1 4
0 0 4

=44 =1and 4,=1

Now, calculate the eigenvector corresponding to each eigenvalue of A:

(A=A 1)y, =

(A= A1)V, =

(28 V29
VeS|
0 0 0
OEFR
0 0 4
0 0 3]

(17/3]

4

3

o
0

_O_

V=7

Diagonalization is not possible, so we arrive at the Jordan form. Therefore, for this
form, we need the generalized eigenvectors.

38
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Diagonal Form

How to compute the eigenvalues of A: A(A)=[A1-A=0

How to calculate an eigenvector of the matrix A.

(A-Al)v. =0
v. #0
How to calculate a generalized eigenvector of order 2 of the matrix A.
(A AII) VI O Vi2 :Vi Vil :(A_ﬂ“il)viz
(A-A1)v. #0

How to calculate a generalized eigenvector of order 3 of the matrix A.
(A-A1)°v. =0

V.=V. V. =(A-Al)v v =(A-Al)v
(A—)Lil)zvi =0 e I 7 ( : ) 2 1 ( ' ) e

39
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Example 19: Determine the diagonal or Jordan form of matrix ot

Jordan Form

A and the transformation that converts matrix A into Its
diagonal or Jordan form.

First, calculate the
eigenvalues of A:

A(A) =|Al - A= (1-1)*(2-4)

A=|0
0

Now, calculate the eigenvector corresponding to each eigenvalue of A:

By
A=4 (A-Alv,=| 0 -3 4, =
eIty
0 2173
A=1 (A-AIV,={0 0 4lv,=0
0 0 3
RLamatd
A4L=1 (A=A41%,=|0 0 12}v,=0
9

(17/3]
v,=| 4
L 3 .
3
v, =0
_O._
(A=A 1)y, =

vV, #0 V,, =

o = DN

lecture 2

B~ B~ W

A=4,4,=1land 4,=1

40
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Example 19: Determine the diagonal or Jordan form of matrix

Jordan Form

A and the transformation that converts matrix A into Its
diagonal or Jordan form.

First, calculate the
eigenvalues of A:

A(A) =|Al - A= (1-1)*(2-4)

1
0
0

A=

Now, calculate the eigenvector corresponding to each eigenvalue of A:

A

i

(A_}ﬁl)vlz

(A= 2,1)2y, =

v,= (A4,

P i 17/3
0 -3 4\v,=0 v,=| 4
S IR IET 3
(0.0 A7) e[ e
0 0 12\v,=0 (A=A41)v,=(0 0 4
b dngeeg 0053
2 17/3 2 0]
I)v. =10 Q=[v v, v,]=| 4 0 1
0 e T

v, =0 V22:

A=Q7'AQ=

2
1

0

lecture 2

o
4
4_

A=4,4,=1land 4,=1

O O
«

> P O
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Jordan Form

Example 20: Determine the diagonal or Jordan form of e (0 o e U e

Matrix A and the transformation that converts matrix A O oo ini=50

ke LEL

Into its diagonal or Jordan form. 02 05 -2 0
e R TE S A =2l

First, calculate the

eigenvalues of A: A(A) =AUl -A=(1+2)* b=l =A=4=-2
Now, calculate the eigenvector corresponding to each eigenvalue of A:
50 0 0 0]
0 0 00 .
A oA el
PP 05 Dy

Now, given the nullity 2, two possible cases may occur:

Finding two generalized eigenvectors of order 2. Q=[q, |10,/ 9, |7,

Finding two generalized eigenvectors of order 3. Q=[a a, |G| al ,,

Dr. Ali Karimpour Aug 2024




Jordan Form

Example 20: Determine the diagonal or Jordan form of
Matrix A and the transformation that converts matrix A
Into its diagonal or Jordan form.

A

)

(A=A 1)y, =

0 0
0 0
-0.2 05
-0.5 0.5

o O O O

Finding a generalized eigenvector.

(A-A1)=

We do not have a generalized eigenvector of order 3,

10 0
0 0
-0.2 0.5

—05 05

0 0

0 0
0 0
0 0

(A=A1) =

but we have two of order 2.

o O O O

o O o O

Vi

o O O O

0

o O o O

lecture 2

el iy | i 0l
Ozgs7=27: 0720
A=
=02 0875= 20
eeR AP 2 g am
Nullity =k =4-2=2
0] 0 0 0 O]
0 0000
(A— A1) =
0 0 0 0O
Oz 001070
3 0
V, = - V, = )
g O AR 1 T
O O Dr. Ali Karimpour Aug 2024




Jordan Form
Example 20: Determine the diagonal or Jordan form of e (0 o e U e
Matrix A and the transformation that converts matrix A 05128 2ai=40
i A
Into its diagonal or Jordan form. 02 05 -2 0
Finding a generalized eigenvector of order 2. o
i 0 0] g
(2 e i B 7 0 i 0
V, = 0 V, = 1 v, = (A=A, 1)V, = 04 Vo =(A-A41)V, = 05
0 gl | —0.5 0.5
- B 380 ()]
Q=lo T % Gl=| o, o .~ .| A=Qia
=0 % o Gl=| ., , g5 4 A=Q'AQ=
=05 0050

lecture 2

The number of blocks correspondlng

to A=-2 1S?
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Jordan Form

Example 21: Determine the diagonal or Jordan form of EL) et h ety
Matrix A and the transformation that converts matrix A e 2 i ey
into its diagonal or Jordan form. AR e
: o 0 0 -2
First, calculate the 3 :
eigenvalues of A: A() =|Al = A = (1 +2)* A=A =Ry =4, ==2
Now, calculate the eigenvector corresponding to each eigenvalue of A:
a1 =]
L R T B |
h=-2, (A=Al = A e Nullity =k =4-2=2
0 0 0 O

Now, given the nullity 2, two possible cases may occur:

Finding two generalized eigenvectors of order 2. Q=[q, |10,/ 9, |7,

Finding two generalized eigenvectors of order 3. Q=[a a, |T| Al ,.
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Jordan Form

Example 21: Determine the diagonal or Jordan form of

Matrix A and the transformation that converts matrix A

Into its diagonal or Jordan form.

=2

(A_ﬂﬁl)vl:

0 1
0 1
0 O
0

0
0
0 0 0

Finding a generalized eigenvector.

(A-A1)=

0

0
0
0

1 11 -4]
0= -0
0O 0 O
0O 0 O

(A-A41)° =

0
0
0

o O O O

11 4]

o O O O

We have a generalized eigenvector of order 3.

o o O -

o O O O

o o1 O O

(A-41) =

lecture 2

o O O O
o O o o
o O O O
o O O O
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Jordan Form
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Example 21: Determine the diagonal or Jordan form of S el K
Matrix A and the transformation that converts matrix A G4l 5
into its diagonal or Jordan form. pe il G
We have a generalized eigenvector of order 3. 0 0 O
0 (55 5]
1) SIS 0
Hes 5 G, =(A-A41)0; = 0 g, =(A-41)g, = 0
0 0. 0
Now, to find the last eigenvector, this vector must be independent of the other vectors
and satisfy (A—,1)q,=0. Thus:
0771 114 0 —2 1 0
00 1 O 4 A 0 -2 1| 0
A-A4l = =0 T A=0"'AQ =
( /11)%0000% q40 QQ\0 0 _2] 0o
A0 070 Fie 0 O o|—2_

The number of Blocks corresponding*’
to A=-2 1S?
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Determinant and Eigenvalues

The relationship between matrix A and its Jordan form:

A=0"AQ A=0QAQ™
The determinant of matrix A and the determinant of its Jordan form:

=i |- |-[A

The determinant of matrix A and its eigenvalues:
A=T14
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Consider the following Jordan block:

The nilpotent property concerning Jordan bloéks:

(J-A1)=

0

0
0
0

o O O

0

1
0
0

0

0
1
0

Nilpotent Property

(G-a)y =

(J-a1) =

0

O O O O O o o

1

O O O O O o o

J=

[~ 2

0
0
0

0 O

-1y =

lecture 2

o O O O
o O O o

o O o -
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Exercises

Exercise 3: Find the orthogonal vectors corresponding to the following

VeCtorS. _O_ _O_ _2_
1,120
2111] 12

Exercise 4; Determine the norm 1, norm 2 and so-norm of the following
vectors: -

S

2
Exercise 5: Determine the nullity and rank of the following matrices:

L0120 G2 o=t 477 9s R
A=|0 00 AEiRra i b R SR o

0 0 1 101740 G070, A
- 7 7 ” 7 7 50
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Exercises

Exercise 6: Determine the bases of the range space and the bases of the null
space of the following matrices.

0 1 0 A et Bt iails
A=/0 00 A S glaod il aes 2 lagies
0y P FaF i G

Exercise 7: Consider the following algebraic equation. Is there a solution x for
the above equations? Is the solution unique? Is there a solution for y=[1 1 1]"?

2 -1 1
=3 3 Xx=[0=Y
-1 2 1

Exercise 8: Find all solutions to the foilowi_né algebraic equation.

Qi GV
0 L2  Ixals
[0i 0 A0 51
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Exercises
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Exercise 9: Determine the similarity transformation of A in terms of the bases

b, Ab, A%b, and A3b.

f

|
o O N

0

1
2
0

0

N ERRSO
o O O

0 1

b

iy
0
1

1

Exercise 10: Determine the diagonal form of matrix A and the transformation

that diagonalizes matrix A.

Exercise 11: Determine the diagonalfor

that diagonalizes matrix A.

A=

A=

1
0
0

0
0
=

A
2
0
m
1

0
4

10

of

0
1
-3

atrix A and the transformation
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Exercises

Exercise 12: Determine the determinant of the following matrices without

performing calculations.

A =

2

0
0
0

1

2
0
0

0

1
2
0

0

0
1
2

; : 2 0
170000 T
0.'2-70 Al
D 0 0 0 -3
i A1

=102/ -0

i0 01531

Exercise 13: Show that in a square matrix with distinct eigenvalues, the
eigenvectors are independent of each other. (Hint: Proof by contradiction and
formation of (A-AIl)...(A-A1)>aVv )
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Answers to selected problems

Answer 5: The ranks are 2, 3, and 3, and the nullities are 1, 0, and 1,
respectively.

Answer 7: There is one unique solution x=[1 1]" and no solution for the
giveny.

Answer 9:
0 0 0 -8
e O el 3 O (V5 [
A =
O 1 0 -18
s D 7

o4
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